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Inleiding

Dit project, Secure Management, is uitgevoerd door Devin Jaya en Youssef Yassin als
onderdeel van de opleiding Infrabeheer bij Groenewood Inc.

Het project is een uitbreiding op de infrastructuur en kennis die wij in de voorgaande
periodes hebben opgebouwd. Tijdens dit project werken wij als medewerkers van het IT-
consultancybedrijf Groenewood Inc. in opdracht van het bedrijf Virtual Tron. Onze
opdracht is om de bestaande infrastructuur te vervangen, te beveiligen en te voorzien
van de nodige beheertools voor een stabiele en veilige IT-omgeving.

Wij voeren dit project met twee personen uit. De taken zijn hierbij evenwichtig verdeeld:

e Devin Jaya richt zich voornamelijk op de configuratie van de Fortigate-firewall,
het instellen van de VDOM, en het aanmaken van firewall policies.

* Youssef Yassin is verantwoordelijk voor de configuratie van de switch, het
cablemanagement, en het opzetten van servers en beheertools zoals LibreNMS
en de TFTP-server.

Samen zorgen wij voor een veilige, overzichtelijke en goed gedocumenteerde
netwerkoplossing voor Virtual Tron. Alle configuraties, topologieén en resultaten zijn
vastgelegd aan de hand van screenshots, foto’s en netwerkdiagrammen, zodat de
voortgang en werking van het project duidelijk inzichtelijk blijven.



IP Plan

Netwerk |Subnet Masker|CIDR| Broadcast |VLAN ID Doel
172.16.10.0 | 255.255.255.224| /27 | 172.16.10.31 10 Server network
172.16.20.0|255.255.255.240| /28 | 172.16.20.15 20 Mgmt netwerk
172.16.30.0| 255.255.255.0 | /24 |172.16.30.255| 30 G:::"I‘v':fkr >

Device Interface IP-adres VLAN ID
Internet I"tzr;ace 145.100.69.65 150
VLAN10 172.16.10.1/27 10
VLAN20 172.16.20.1/28 20
Firewall VDOM

VLAN30 172.16.30.1/24 30

VLAN150 145.100.69.65 150
Switch 1 VLAN20 172.16.20.2/28 20
Server1 (Hypervisor)| Interface 1 172.16.10.2/27 10
Wi"d(:‘\',":ﬂfer"er Virtual Etho|  172.16.10.3/27 10
LibreNMS (VM) |Virtual EthO 172.16.10.4/27 10
TFTP Server (VM) |Virtual EthO 172.16.10.5/27 10
Jumphost (VM) |Virtual EthO 172.16.10.6/27 10
WebServer (VM) |Virtual EthO 172.16.10.7/27 10
MGMT LAPTOP Interface 2 172.16.20.3/28 20
MGMT LAPTOP 2 |Interface 3 172.16.20.4/28 20
LAPTOP Interface 4 DHCP 30
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Fase 1:
Vervanging Huidige apparatuur

A.FortiGate Configureren

a. Interfaces controleren en activeren

config system interface # Open interfaceconfiguratie
edit "port1" # Selecteer poort 1 (trunkpoort)
set status up # Zorg dat poort actief is
set speed auto # Snelheid automatisch
next
end
b. VLAN’s aanmaken
config system interface # Open interface-instellingen
edit VLAN10 # VLAN10 aanmaken
set vdom Groep-1
setip 172.16.10.1/27 # IP-adres en subnetmasker
set allowaccess ping https ssh http # Toestaan van beheer en pings
set interface portl # VLAN draait over fysieke poort 1
set vlanid 10 # VLAN-ID 10 (Server VLAN)
next
edit VLAN20 # VLAN20 aanmaken
set vdom Groep-1
setip 172.16.20.1/28 # Management VLAN gateway

set allowaccess ping https ssh http
set interface port1

set vlanid 20 # VLAN-ID 20 (Beheer VLAN)
next

edit VLAN30 # VLAN30 aanmaken

set vdom Groep-1

set ip 172.16.30.1/24 # Gebruikers VLAN gateway

set allowaccess ping https ssh http

set interface port1l

set vlanid 30 # VLAN-ID 30 (Gebruikers VLAN)
next

end

c. Firewall Policies aanmaken (verkeer toestaan tussen VLAN’s)

config firewall policy # Firewall-regels configureren

edit 1

set name Mgmt-to-Servers # Beheerders (VLAN20) — Servers (VLAN10)
set srcintf VLAN20



set dstintf VLAN10

set srcaddr all # Alle bronnen toegestaan

set dstaddr all # Alle bestemmingen toegestaan
set action accept # Sta verkeer toe

set schedule always # Altijd actief

set service ALL # Alle protocollen toegestaan
set logtraffic all # Log al het verkeer

next

edit 2

set name Mgmt-to-Users # Beheerders (VLAN20) — Gebruikers (VLAN30)
set srcintf VLAN20

set dstintf VLAN30

set srcaddr all

set dstaddr all

set action accept

set schedule always

set service ALL

set logtraffic all

next

edit 3

set name Servers-to-Users # Servers (VLAN10) — Gebruikers (VLAN30)
set srcintf VLAN10
set dstintf VLAN30
set srcaddr all

set dstaddr all

set action accept
set schedule always
set service ALL

set logtraffic all
next

Groepl
Devin123!



B. Switch Configureren

configure # Ga naar configuratiemodus

a. VLAN’s aanmaken
VLAN 10 - SERVER_VLAN
set vlans VLAN10 vlan-id 10 # Maak VLAN 10 aan
set vlans VLAN10 description "SERVER_VLAN" # Naam VLAN 10
VLAN 20 - MGMT_VLAN
set vlans VLAN20 vlan-id 20 # Maak VLAN 20 aan
set vlans VLAN20 description "MGMT_VLAN" # Naam VLAN 20
set vlans VLAN20 I3-interface vlan.20  # Koppel management IP aan VLAN 20
set interfaces vlan unit 20 family inet address 172.16.20.2/28
VLAN 30 - USERS_VLAN
set vlans VLAN30 vlan-id 30 # Maak VLAN 30 aan
set vlans VLAN30 description "USERS_VLAN"

b. Trunkpoort instellen (naar FortiGate)

set interfaces ge-0/0/0 unit 0 family ethernet-switching port-mode trunk

set interfaces ge-0/0/0 unit O family ethernet-switching vlan members [ VLAN10 VLAN20
VLAN30 VLAN150 ]

set interfaces ge-0/0/0 description "Connection_to_FortiGate"

c. Access-poorten instellen

Servers (VLAN 10 - ge-0/0/1)

set interfaces ge-0/0/1 unit 0 family ethernet-switching port-mode access

set interfaces ge-0/0/1 unit O family ethernet-switching vlan members VLAN10
set interfaces ge-0/0/1 description "Servers"

Management PC’s (VLAN 20 - ge-0/0/2 t/m ge-0/0/3)

set interfaces ge-0/0/2 unit 0 family ethernet-switching port-mode access

set interfaces ge-0/0/2 unit 0 family ethernet-switching vlan members VLAN20
set interfaces ge-0/0/2 description "Management_PC1"

set interfaces ge-0/0/3 unit 0 family ethernet-switching port-mode access

set interfaces ge-0/0/3 unit O family ethernet-switching vlan members VLAN20
set interfaces ge-0/0/3 description "Management_PC2"

Gebruikers (VLAN 30 — ge-0/0/4)

set interfaces ge-0/0/4 unit 0 family ethernet-switching port-mode access

set interfaces ge-0/0/4 unit 0 family ethernet-switching vlan members VLAN30
set interfaces ge-0/0/4 description "User"

d. Standaard Gateway instellen (voor management traffic)
set routing-options static route 0.0.0.0/0 next-hop 172.16.20.1

e. SSH inschakelen

set system services ssh
set system root-authentication plain-text-password
# (Voer jouw wachtwoord in) Admin123!



f. Hostname en Web-management
set system host-name EX2200-Groep1
set system services web-management http

g. Configuratie opslaan

Commit

root
Admin123!

C. Testen

v @ 17216101 . 172.16.10.2 X . 17216202

<« 5 C ® 172.16.10.1 x @ 172.16.10.2:3006 > X @ 17216202

B B 5

This site can't be re This site can't be r This site can’t be reached

172.16.10. F~ Command Prompt X + v

osoft Windows [Version 10.0.26200.7462]
Microsoft Corporation. All rights reserved.

C:\Users\bergw>ipconfig

Windows IP Configuration

Ethernet adapter vEthernet (Default Switch):

Connection-specific DNS Suffix . :
Link-local IPv6 Address . . . . e80::b625:a87c:2a66:20da%67
IPvd Address 72.27.208.1
Subnet Mask 55.255.240.0
Default Gateway

Ethernet adapter Ethernet:

Connection-specific DNS . ¢ VirtualTron.local
Link-local IPvé Address e80::e789:222+:9741:3Uce%12
IPv4 Address 172.16.30.51
Subnet Mask 55.255.255.0

: 172.16.30.1

Ik heb getest vanaf vlan 30 naar vlan 10 en ook vlan 20 proberen om die management
en werk niet.



Fase 2:
Aansluiten WAN koppeling

A. Switch configuratie

a. Maak VLAN 150

VLAN 150 - INTERNET_VLAN
set vlans VLAN150 vlan-id 150 # Maak VLAN 150 aan (WAN VLAN)
set vlans VLAN150 description "INTERNET_VLAN"

b. Uplink naar Internet

(poort ge-0/0/23 — VLAN150)

set interfaces ge-0/0/23 unit 0 family ethernet-switching port-mode trunk

set interfaces ge-0/0/23 unit 0 family ethernet-switching vlan members VLAN150
set interfaces ge-0/0/23 description "Uplink_to_Internet"

B. Fortigate Configuratie
a. WAN VLAN150 configureren

config system interface

edit VLAN150

set vdom Groep-1 # VDOM waarin de interface actief is

set ip 145.100.69.80 255.255.255.192  # Publiek IP-adres

set allowaccess ping https ssh # Toegang toestaan voor beheer en testen
set role wan

set interface port1 # Fysieke trunkpoort naar de switch

set vlanid 150 # VLAN-ID voor WAN

set description WAN naar ICT netwerk  # Omschrijving van interface
next
end

b. Statische route naar gateway instellen

config router static

edit 1

set gateway 145.100.69.65 # Gateway van het publieke netwerk
set device VLAN150 # WAN-interface als routepad

next

end

c. Toevoegen van de internet/SNAT-policy

config firewall policy

edit 4

set name "WAN_SNAT VLAN10"
set srcintf "VLAN10"



set dstintf "VLAN150"
set srcaddr "all"

set dstaddr "all"

set action accept

set schedule "always"
set service "ALL"

set nat enable

next

end

config firewall policy
edit 5

set name "WAN_SNAT_ VLAN20"
set srcintf "VLAN20"
set dstintf "VLAN150"
set srcaddr "all"

set dstaddr "all"

set action accept

set schedule "always"
set service "ALL"

set nat enable

next

end

config firewall policy
edit 6

set name "WAN_SNAT_ VLAN30"
set srcintf "VLAN30"
set dstintf "VLAN150"
set srcaddr "all"

set dstaddr "all"

set action accept

set schedule "always"
set service "ALL"

set nat enable

next

end



C. Testen

| Command Prompt X 4+ v 5 Windows PowerShell

icrosoft Windows [Version 10.0.26200.7462] Windows PowerShell
(c) Microsoft Corporat . All rights reserved. Copyright (C) Microsoft Corporation. All rights reserved.

C:\Users\bergw>ipconfig Install the latest PowerShell for new features and improvements! https://aka.ms/PSWindows
Windows IP Configuration PS C:\Users\bergw> ping 8.8.

Pinging 8.8.8.8 with 32 bytes of data:
Ethernet adapter vEthernet (Default Switch): Reply from 8.8 2 time=lms TTI 15
Reply from 8.8.8.8 2 time=3ms TTL=115
Connection-specific DNS Suffix . Reply from 8.8.8.8: bytes=32 time=2ms TTL=115
Link-local IPv6 Address . . . . . :be Reply from 8.8 8: bytes=32 time=2ms TTL=115
IPv4 Address. 5 oo oo
Subnet Mask . . . . . . . . . . . : 255 255. 2LJG 0 Ping statistics for 8.8.8.8:
Default Gateway . . . . . . . . . : Packets: Sent = 4, Received = 4, Lost = @ (0% loss),
Approximate round trip times in milli-second
Ethernet adapter Ethernet: Minimum = 2ms, Maximum = U4ms, Average = 2ms
PS C:\Users\bergw> |

Connection-specific DNS Suffix
Link-local IPv6 Address .

IPv4 Address. 5 o oo o

Subnet Mask . . . . . . . . . .. 255.255.255.240
Default Gateway . . . . . . . . . 172.16.20.1

C:\Users\bergw>

Deze is vanaf vlan 20 naar internet getest



Fase 3:
LibreNMS monitoring server

Overzicht
OS: Ubuntu 24.04 LTS
Server IP: 172.16.10.4

Project: Installatie en configuratie van LibreNMS inclusief Syslog-integratie
A. Installatie van Ubuntu in Proxmox

a. Opstarten van de installatie-media

1. Opstarten via GRUB-menu
GNU GRUB

€ @ O Notsecwre  hiips//172.16.10.2: * @ :

¥ PROXMO X vimal Envionment 3.0.5 S Ceate VM @ CrealeCT | & roci@pam

Eo  Virtual Machine 101 (LibreNMS) en node pve’ : ® Shutdown |~ >_ Console |~ Mare

& Summary
GNU GRUB wersion 2.12
>_ Console

& Hardware

Try or Install Ubuntu

Ubuntu (safe graphics)
& Oplions. Test memory

& Cloud-Init

Task History

[iocakdvm (pve) ® Monitor

o' Permissions

ry is highlighted
o edit the commands

tically in 24s

4 S
Tasks  Cluster log

End Time me Stalus

Error VM 101 already running

Error: VM 101 already running
D 3 D 0 pve VM oK

Selecteer de optie Try or Install Ubuntu.
Dit start het installatieprogramma van Ubuntu vanaf de gekoppelde ISO-installatiemedia.



2. Ubuntu laadscherm

3 PROXMO X vitual Environment 8.0.3

Server View B \itual Machine 101 (LibreNMS) on node ‘pe”
£ Datacenter

& Summary
>_ Console
& Hardware
& Cloud-Init

& Oplions

@ Monitor

B Backup

A — ¥
Tasks
Slart Time End Time User name Descripfion

-
=]

Dec 08 10:21:00

De installatieomgeving van Ubuntu wordt geladen. Wacht tot het volgende scherm

verschijnt.

b. Installatievoorkeuren

3. Kies uw taal

3 PROX MO X Virtual Environment 9.0.3

Server View ®  Virtual Machine 101 (LibreNMS) on nodo ‘pve’

& Summary =
2 Console
==

& Cloud-Init

local (pve) =) Task History
£ Jiocal-ivm (pve) @ Monitor
B Backup

£3 Replication

O Firewall

o Parmissions

4

Tasks  Cluster log

Start Time End Time User name Description
Dec 08 102611 L e root@pam VMICT 101 - Cr
14 7 VI 100
[ 00  10:267 e 0 m VMICT 101 - Console
Dec 08 10:20.58 08 10 e ol@pa VM 101 - Start
Dec D8 10-20'56 D 10-21-0¢ pve root@pam VM 101 - Start

Selecteer de gewenste taal voor de installatie. In dit voorbeeld is English

geselecteerd.
Klik op Next.

D Creale VM @ Creale CT | & root@pam

& shusown || - Consoe [ | | e

€2 Ubuntu

Status

Error: VM 101 already running
Error VM 101 already running

OK

CHcresevM @ CreateCT | & root@pam

@ Shutdown >_ Consale Wore

Choose your language:

Dans

Eubuntu

oK
Errar. VM 101 already running

Errar VM 101 already running



4. Toetsenbordindeling

X PRO > MO X Virtual Environment 9.0.3
er View L4

Datacenter

B o
S 100 (Wind erver2019)
57 101 (LibreNMS)

4 .
Tasks “luster log
Start Time End Time

10:26:11

10:21.00 DE
Dec 08 10:21:00
Dec 08 56 D B 10 0

Virtual Machine 101 (Li

& Summary

>_ Console

& Cloud Init
& Options

History
® Monitor

B Backup

D Snap

U Firewall
o Pomi

User name

Description

Console

D create VM @ CreateCT | & rool@pam +

>_ Console More Help

Select your keyboard layout

Status

OK
Emor VM 101 already running

Error: VM 101 already running

eleter e totsenbordindeling di wilt gebruiken. In dit voorbeeld is Englih
geselecteerd. U kunt het toetsenbord testen in het veld eronder.

Klik op Next.
5. Netwerkverbinding

X PROX MO X Vitual Environment 9.0.3
Sarver View

Datacenter

Elocal (pve)

= iocal-vm (pve)

Virtual Machine 101 (LibreNMS) on node ‘pve’

2 Hardware
& Cioud-Init
# Options

[ Task History
@ Monitor

Backup

User name:

Description

Ga door zonder verbinding als de installatie anders stopt. De netwerkinstellingen

kunnen later worden geconfigureerd.

Klik op Next.

10

3 Create VM & Create CT | & root@pam -

@ Shuldown

Connect to the internet

OK
Error: VM 101
Error VM 101 al




6.Installatie van Ubuntu

APRU MO X Virtual Environment 9.0.3
Server View

atacenter

B \irtual Machine 101 (LibreNMS} on node pve

& summary
>_ Console
& Harawars
& Cloud-Init
# Oplions
(= Task History
& Monitor

B Backup

13 Re

U Firewall

o Permissions

ey J3

Tasks Cluster log

Start Time End Time

Er verschijnt een melding Connection failed, wat de netwerkstatus van de vorige stap

bevestigt.

User name

rool@

Selecteer Install Ubuntu.

Klik op Next.
7. Type installatie

3¢ PROXMO X vitual Environment 3.0.3

Server View

localnetwork (pve)
Hiocal
U locakivm (pve)

& Virtual Machine 1

8 Summary

& Cloud.Init
& Oplions

B Task History
@ Monitor
Backup

13 Replication

‘D Snapshots

4 ———— P

Tasks  Clusler log
Start Time End Time

08

10:21:00
08 10:20:58

Selecteer Interactive installation. Dit is de standaard methode om het
installatieproces handmatig te doorlopen.

Klik op Next.

tiption

11

[ Creale VM &) Create CT | & root@pam

® Shutdown > Console

what do you want to do with Ubuntu?
© Install ubuntu
erdting sy

Try Ubuntu

Error. VM 101 already running

Error VM 101 already running

HCrealevM @ CreatleCT | & root@pam

» ® Shutdown >_ Console More

How would you like to install Ubuntu?

© Interactive installation

Autamated installation

0K
Error. VM 101 already running
Error. VM 101 alre:



8. Applicaties

XDRD MO X Virtual Environment 9.0.3

Sele it @ \irtual Machine 101 (LibreNMS) on node pve” iz G EHnES

& Summary
G} 100 (WindowsServer2019) >_ Console
G7 101 {LibraNMm: (Sl
G} 102 (TFTP
G 103 (JumpHo:
2 localnetwork (pve) & Oplio
£ Ulocal (pve) Task His

v what apps would you like to install to start
£ Uiocakvm (pve) @ Movikr o ¥

& Cloud-Init

© Default selection

Extended selection

A — ¥
Tasks

Start Time User name Descripfion Status

10:21:00
08 10:2058 0210 e Eror VM 101 already running
D 56 Dec 08 10:21:00 pue m VM 1 t Eror- VM 101 already running

Selecteer Default selection. Dit installeert een webbrowser en basis utilities. Dit is
meestal voldoende voor een server-VM, tenzij u een desktopomgeving wilt.
Klik op Next.

9. Aanbevolen software

x PRO > MO X Virtual Environment 8.0.3 Documentation [JL™ Ko 2V T} ! T [ & mwoi@pam -

Sefver View

®  Virtual Machine 101 (LibreNMS) on node ‘pve’ ® Shutdown

center
o B Summary -
S 100 (Window: 3 G

S} 101 (LibreNMS) & Hardware
- - Init
£ Options
) Task History

Install recommended proprietary seftware?
® Monitor

User name Description Stalus

T N
U kunt ervoor kiezen om geen propriétaire software voor grafische en Wi-Fi-
hardware te installeren, tenzij u deze specifiek nodig heeft. Voor een server-VM is dit
meestal niet nodig.

Klik op Next.
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¢. Schijfindeling en afronding
10. Schijfinstelling

3 PROXMO X vitual Environment 0.3 [ Create VM @ CrealeCT | & rool@pam
Server View ¥ \itual Machine 101 (LibraNMS) on node ‘pe” ") Shutdown >_ Console More
£ Datacenter

- -
& Summary

enver2019) >_ Console
L7 101 (LibraNMS)
G} 102 (TFTP

& Cloud-Init
3 103 (JumpHo o

3 Hardware

calnetwork (pve) £ Options.
£ Ulocal (pve) (= Task History
-] Livm (pve) - How do you want to install Ubuntu?
B Backup Erase disk and install Ubunt
3 Replication i
D Snapshots e
U Frewal

o Permissions

S —————————— >
Tasks  Cluster log

Start Time End Time User name escripion Status
Dec 08 10:26:11
Dec 08 09:59.14
Dec 08 10:21:00 0K
10:20:58 Error VM 101 are

Error- VM 101 already running

Selecteer Erase disk and install Ubuntu Dit is de aanbevolen optie voor een schone
installatie op een nieuwe virtuele harde schijf.
Klik op Next.

d. Tijdzone en Gebruikersaccount

11. Tijdzone selecteren

3 PROXMO X vitual Environment 0.3 I Creale VM @ CrealeCT | & rool@pam

Seiver View B \iual Machine 101 (LibreNMS) on node ‘pe” »_ Console More

-
& Summary

L 100 (WindowsServer? >_ Console
& Hardware

5 103 (JumpHos & Cloud-Init

BE o twork (pve)

£ Ulocal (pve)

£ Jiocalivm (pve)

‘D Snapshots
U Firewal

o Perm

4 G
Tasks | Cluster log

Start Time End Time User name Description Status
Dec 08
9.50.14
10:21.00

10-20°58 Error VM 101 already running

Error- VM 101 already

Selecteer uw tijdzone. In dit voorbeeld is Europa/Amsterdam geselecteerd.
Klik op Next.
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12. Account aanmaken

x PRO > MO X Virtual Environment 9.0.3 [ Create VM &) Create CT | & rooti@pam

Sarver View Virtual Machine 101 (LibreNMS) on node ‘pve’ ® Shutdown > Console More
center
B pve
G} 100 (WindowsSt
G0 101 (LibreNMS)

- T

& Summary

& Cloud-Init

£ Oplions Create your account

o' Permissions

4 G &
Tasks  Cluster log

Start Time End Time .1 User name Descripfion

0K

M ai Error: VM 101 already running

D 56 D pve m M art Eror. WM 101 already running

Voer de gegevens in voor het aan te maken gebruikersaccount.
o Your name: SyslogServer
Your computer's name: syslogserver-Standard-PC...
Pick a username: syslogserver
Password/Confirm password: Stel een wachtwoord in.
De optie Require my password to log in is standaard aangevinkt.
Klik op Next.

O O O O

e. Overzicht en Installatie

13. Keuzes bekijken (Review your choices)
X PRO > MO X Virtual Environment 8.0.3 K GreatevM @ GrealeCT | & root@pam

i #  \irtual Machine 101 (LibreNMS) on node pe’ & Shutdown >_ Console Mare

8 Summary —

>_ Console

&3 Hardware

Review your choices

o' Permissions

A
Tasks  Cluster log

Start End Time e Status

0K
Error: VM 101 already running
D Dec 08 1C 00 pve VM lart Error: VM 101 alread ning

Controleer het overzicht van de geselecteerde installatie-opties, zoals:
o Disk setup: Erase disk and install Ubuntu
o Applications: Default selection
o Proprietary software: None

14



o Partitions: De indeling wordt getoond, bijvoorbeeld een ext4 partitie voor /.
Klik op Install (rechtsonder) om het proces te starten.
14. Bestanden kopiéren (Copying files)

x PRO X MO X Vitual Environment 9.0.3 CcealevM @ CreateCT | & rool@pam

Server View # \irtual Machine 101 (LibreNMS) on node ‘pe” G Shutdown R LT m

& Summary
ole
& Hardware

& Cioud-init

Task History
= [ iocaldvm (pve) =
Fast, free and full of
new features
‘D Snapshols Inbest v " ’
U Frewal

o Permi

4 G
Tasks  Cluster log
Start Time End Time Status

“onsole

10:21:00 0K

Eror VM 101 a

10:20°58
6 De 00 pve am VM Error- VM 101

De installatie is begonnen en het systeem kopieert nu de benodigde bestanden. Wacht
tot dit proces is voltooid.

f. Afronding en Herstart
15. Installatie voltooid (Installation Complete)

3 PROXMO X vitual Environment 9.0.3 [ Create VM ) Create T | & rooi@pam

Server View B \irtual Machine 101 (LibreNMS) on node ‘pve" @ Shutdown >_ Console More

atacenter .
- - * o
& Summary

S} 100 (WindowsServer2019) L Bl
G 101 (LibreNM: 3 Hardware
G} 102 (T & CioudInit
£ Options
= Task History
£ Ulocalvm (pve) @ Monitor

B Backup

o Permissions

4 G
Tasks | Cluster log

End Time Descripfion Status

OK

Error VM 101 a
21.00 pve ool@pam VM 10

De installatie van Ubuntu 24.04 LTS is voltooid.
Klik op Restart Now om de virtuele machine opnieuw op te starten en in het nieuwe
besturingssysteem te booten.

Eror: VM 101 already running
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16. Eerste aanmelding na installatie

3 PROXMO X vintual Environment 9.0.3

[N Create VM @ CreateCT | & rooti@pam
¥ \irtual Machine 101 (LibreNMS) on node ‘pve’ & Shutdown _ Console | v | | More

& Summary * X

loud Init
£ Options

= Task History

U Firewall

o Perm:

< Ubuntu

| ¥
Tasks  Cluster log

Start Time End Time e Description Status
Dec 08 10:50:09
ec 08 10:26:11
10-21:00

08 10:20 58 Error VM 101 already running

Error- VM 101 already ru

De VM is succesvol opgestart in het geinstalleerde Ubuntu-systeem.

Klik op de aangemaakte gebruiker (syslogserver in dit voorbeeld) en voer het
wachtwoord in om aan te melden.

16



B. SYSLOG Installatie & Configuratie + LibreNMS

a. Vereiste pakketten installeren

Systeem up-to-date maken

¥ PROXMO X vimual Environment 9.0.5 D Create VM @ GrealeCT | & rool@pam -

 Virtual Machine 101 (LibreNMS) on node pve’ 5 & Shutdown >_ Console [l © e |

Server View
£ Datacenter

& Summary =
B e

Standard-

S} 100 (WindowsServer >_ Console

7101 (LibreNMs 2 Hardware

G} 102 (TFT

G} 103 (JumpHos!
acalnetwork (pve) £ Options.

& Cioud-init yslogse
ve.ubuntu
e.ubunty. com/
I (pve) Task History bun

] ¢
bt (ovel e ve.ubuntu.c
£ Uiocalvm (pve) @ Monitor b: 1 farchive.,ubunty

‘D Snapshols
U Frowal

o' Permissions.

N
Tasks Cluster log
Slart Time n User name Description Stalus
08 11:1 v W 101 - Console
8 VM 101 - Start
VM 101 - Shutd

VM/CT 101
dec 08 11:17:41 Dec 08 11:17:43 :4 ri VM/CT 102

sudo apt update

Haalt de nieuwste pakketlijsten op van Ubuntu.
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Benodigde pakketten installeren

sudo apt install acl curl fping git graphviz imagemagick mariadb-client mariadb-server
mtr-tiny nginx-full nmap php-cli php-curl php-fpm php-gd php-gmp php-json php-
mbstring php-mysql php-snmp php-xml php-zip rrdtool snmp snmpd unzip python3-
command-runner python3-pymysql python3-dotenv python3-redis python3-setuptools
python3-psutil python3-systemd python3-pip whois traceroute
Installeert alle programma’s die LibreNMS nodig heeft, zoals:

e webserver (nginx)

e database (MariaDB)

e PHP

¢ SNMP en netwerktools
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b. LibreNMS systeemgebrmker

standard-PC-i440FX-PIIX-19

sudo useradd librenms -d /opt/librenms -M -r -s "$(which bash)"
Maakt een speciale gebruiker aan voor LibreNMS, voor veiligheid.

Download LibreNMS

cd /opt

sudo git clone https://github.com/librenms/librenms.git

Downloadt LibreNMS naar de map /opt/librenms.

b. Machtlglngen instellen

sudo chown -R librenms:librenms /opt/librenms

Zorgt dat LibreNMS eigenaar is van zijn eigen bestanden.
sudo chmod 771 /opt/librenms
Geeft juiste maprechten.

sudo setfacl -d -m g::rwx /opt/librenms/rrd /opt/librenms/logs
/opt/librenms/bootstrap/cache/ /opt/librenms/storage/

sudo setfacl -R -m g::rwx /opt/librenms/rrd /opt/librenms/logs
/opt/librenms/bootstrap/cache/ /opt/librenms/storage/

Zorgt dat LibreNMS altijd kan schrijven naar deze mappen.

19


https://github.com/librenms/librenms.git

su - librenms

Wisselt naar de LibreNMS-gebruiker.

Could not scan for classes inside "vendor/dapphp/radius™ which does not appear to be a file
or a folder

Jscripts/composer_wrapper.php install --no-dev

Installeert PHP-libraries die LibreNMS nodig heeft.

exit

Terug naar normale gebruiker.
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sudo wget https://getcomposer.org/composer-stable.phar
sudo mv composer-stable.phar /usr/bin/composer
sudo chmod +x /usr/bin/composer

Installeert Composer (PHP pakketbeheer).

~5 sudo nano /etc/php/8.3/fpm/php.ini

'8.3/cli/php.ini

sudo nano /etc/php/8.3/cli/php.ini

Controleer of de juiste timezone is ingesteld in PHP.
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GNU nano 7.2

/etc/php/8.3/cli/php.ini *
e Data 2c Ineta

Datal

timedatectl set-timezone Europe/Amsterdam

Zet de systeemtijd correct.
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sudo nano /etc/mysql/mariadb.conf.d/50-server.cnf

Database-instellingen aanpassen.

GNU nano 7.2 /etc/mysgl /mariadb.conf.d/50-server.cnf *

innodb_file_per_table=1

lower_case_table_names=0

23



Executing: /fusr/lib temd teme

sudo systemctl enable mariadb

sudo systemctl restart mariadb

Start MariaDB automatisch en herstart de service.

2000, 2018, Oracle, MariaDB Cc oration Ab and others.

Type 'help;' or '\h' for help. Type '\c' to clear the current input

MariaDB [(none)1> []
sudo mysql -u root

Logt in op de database.

\TE DA

Query OK, 1 row affected (0.024 se

CREATE DATABASE librenms CHARACTER SET utf8mb4 COLLATE utf8mb4_unicode_ci;

CREATE USER 'librenms'@'localhost' IDENTIFIED BY 'syslog-server?;
GRANT ALL PRIVILEGES ON librenms.* TO 'librenms'@'localhost’;
Exit

Maakt database en gebruiker aan voor LibreNMS.
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f. Configureer PHP-FPM Pool

0 = 0 " tan P 40F

sudo cp /etc/php/8.3/fpm/pool.d/www.conf /etc/php/8.3/fpm/pool.d/librenms.conf

Maakt een aparte PHP-configuratie voor LibreNMS.

tandard-PC-i440FX-PITX-1
pm/pool.d/librenms.conf

sudo nano /etc/php/8.3/f]

GNU nano 7.2 /etc/php/8.3/fpm/pocl.d/librenms.conf *

Pas aan:

listen = /run/php-fpm-librenms.sock

25



g. NGINX configuratie

sudo nano /etc/nginx/conf.d/librenms.conf

Maakt een website-configuratie voor LibreNMS.

/etc/nginx/conf.d/librenms. conf

php;

utf-8;

pt imagy

server {
listen  80;

server_name _;

26



root /opt/librenms/html;

index index.php;

charset utf-8;
gzip on;

gzip_types text/css application/javascript text/javascript application/x-javascript
image/svg+xml text/plain text/xsd text/xsl text/xml image/x-icon;

location / {

try_files $uri $uri/ /index.php?$query_string;

location ~ [*/1\.php(/| $) {
fastcgi_pass unix:/run/php/php8.3-fpm-librenms.sock;
fastcqgi_split_path_info A(.+\.php)(/.+)$;
include fastcgi.conf;

fastcgi_param SCRIPT_FILENAME $document_root$fastcgi_script_name;

location ~ /\.(?!'well-known).* {

deny all;
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sudo rm /etc/nginx/sites-enabled/default /etc/nginx/sites-available/default
Verwijdert de standaard website.

sudo systemctl daemon-reload

sudo systemctl restart nginx

sudo systemctl restart php8.3-fpm

Herstart webserver en PHP.

sudo In -s /opt/librenms/Inms /usr/bin/Inms

Maakt het Inms commando overal bruikbaar.
sudo cp /opt/librenms/misc/Inms-completion.bash /etc/bash_completion.d/

Automatische aanvulling in de terminal.

h. SNMP configuratie

sudo cp /opt/librenms/snmpd.conf.example /etc/snmp/snmpd.conf

sudo nano /etc/snmp/snmpd.conf

Stelt SNMP in zodat LibreNMS apparaten kan uitlezen.
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GNU nano 7.2 /etc/snmp/snmpd.conf *

none none

curl -o /usr/bin/distro
https://raw.githubusercontent.com/librenms/librenms-agent/master/snmp/distro

sudo chmod +x /usr/bin/distro

Script voor OS-herkenning.
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sudo systemctl enable snmpd
sudo systemctl restart snmpd

Start SNMP.

i. Cron & systemd jobs

C-1440FX-PII?

sudo cp /opt/librenms/dist/librenms.cron /etc/cron.d/librenms

Automatische taken voor LibreNMS.

sudo cp /opt/librenms/dist/librenms-scheduler.service /opt/librenms/dist/librenms-
scheduler.timer /etc/systemd/system/

sudo systemctl enable librenms-scheduler.timer

sudo systemctl start librenms-scheduler.timer

Scheduler activeren.

sudo cp /opt/librenms/misc/librenms.logrotate /etc/logrotate.d/librenms

Logbestanden automatisch opschonen.

S sudo chown librenms:librenms

rver-Standard-PC-i440FX-PIIX— ~5 I

sudo chown librenms:librenms /opt/librenms/config.php

30
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Zorgt dat LibreNMS het configuratiebestand kan aanpassen.

Web login:
e Gebruiker: librenmsadmin

Wachtwoord: syslog-server

c A\ Notsecure 172.16.10.4,

Pre-Install Checks

PHP (8.2 or higher required) 836
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c A Notsecure 172.16.10.4,

Configure Database

[E] Database Credentials

localhost
Port 3306
Unix-Socket =~ Only use for custom socket path
User  librenms
Password

Database Name  librenms

Check Credentials

c A\ Notsecure  172.16.104,

N

< LibreNMS
=00

Configure Database

Database Credentials

Build Database
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C /A Notsecure 172.16.10.4/

Finish Install

Additional Settings

Update Channel © Daily Monthly
Default Theme  Device Light © Dark

Send Usage Reports

Send Error Reports

Finish Install

sudo apt install rsyslog

Installeert logserver.

1-PC-1440FX-PIIX

C-1440FX-PIIX

sudo nano /etc/rsyslog.conf

Activeer UDP/TCP:
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[1/4] /etc/rsyslog.conf

- UDP/TCP activeren:

module(load="imudp")
input(type="imudp" port="514")
Voor TCP (optioneel):
module(load="imtcp")

input(type="imtcp" port="514")
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template librenms - opslaan naar /opt/librenms/logs/syslog/
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-PC-i440FX-PIIX-]

-PC-i440FX-PIIX-]

sudo systemctl restart rsyslog

Herstart rsyslog.

sudo mkdir -p /opt/librenms/logs/syslog

sudo chown -R librenms:librenms /opt/librenms/logs

Maakt logmap aan met juiste rechten.

sudo nano /opt/librenms/config.php
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GNU nano 7.2 /opt/librenms/config.php *

Voeg toe:
$config['enable_syslog'l = 1;

$config['syslog_dir'] = '/opt/librenms/logs/syslog’;
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C. SNMP Instellen op Fortigate
a. Firewall policy — SNMP van LibreNMS naar VLAN20

Scherm:

o 1 2

Neme @ SNMP-from-LibreNMS_2
Incoming Interface @ VLAN1
+
Outgoing Interface & VLANZD x
+
Source & 5rv_LibreNMS x
+
»
@l x i
+
Negate Des »
Schedule S alwzy ¢
Servi @ suve x
+
Action ® DENY | 2 IPssc
Inspection Mode Braxy-based E—
Firewsi { Network Optians Current bandwidth
LE
NAT 53
Protocs| Optisns default - #
Disclaimer Options
Display Disclaimer B
Security Profiles
AntiVirus >
Web Filter >
DN Fiter >
Apglication Contral (B
3 >
File Filter >
Emil Filter >
ValP >
55L Inspection na-inspection -l #
Logging Optians
Log Allowed Traffic 40 | Security Events
Advanced
wee >
Exempt fram Captive Partal (B
Comments [ Write s comment Zlonoza

Ensble this policy €©

Configuratie:
¢ Naam: SNMP-from-LibreNMS_2
e Incoming Interface: VLAN10
¢ Outgoing Interface: VLAN20
e Source: Srv_LibreNMS
e Destination: all
e Service: SNMP
¢ Schedule: always
e Actie: ACCEPT
e NAT: Uitgeschakeld
e Inspectiemodus: Flow-based
e Logging: All Sessions
Resultaat: LibreNMS kan SNMP-verkeer sturen naar apparaten in VLAN20.
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b. Firewall policy — SNMP binnen VLAN10

Scherm:

o
Nzme @

Incoming Interface

Outgoing Interisce

Source

NagsteSource

Negste Dastination
Schedule

Service

Action

8
SNMP-from-LibreNMS
@ VLANLO x
+
& VLAN1O ®
+
& Srv_LibreNMSs x
+
>
=l %
+
>
8 always hd
I SNME %

+

pdsezgl @ DENY | 2 IPsec

Inspection Mode [N Proxy-based

Firewiall {Network Options

NAT »

Protaca| Options

Disclaimer Optians

Displzy Disclaimer (B

Security Profiles

AntiVirus
Web Filter
DNSFilter
Application Control
15

File Filter

Email Filter

Volp

S5L Inspection

Logging Optians

no-inspection -l s

Lo SowedTrate € semriy Bvanis

Advanced

weep

Exempt from Captive Portal (B

Comments | Writea comment.

Enable this policy €0

#o/1023

Configuratie:

Resultaat: LibreNMS kan SNMP-verkeer sturen naar apparaten binnen VLAN10.

Naam: SNMP-from-LibreNMS
Incoming Interface: VLAN10
Outgoing Interface: VLAN10
Source: Srv_LibreNMS
Destination: all

Service: SNMP

Schedule: always

Actie: ACCEPT

NAT: Uitgeschakeld
Inspectiemodus: Flow-based
Logging: All Sessions
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c. Interface configuratie — VLAN10

Scherm:
Name & VLANIO
Alias
Type & VLAN
Interface = portl 3‘-:10;
VLANID 10

VRFID @ 0

N - MAC address
Virtual domain @ Groep-1 90:6cac19:30:e2

Role © LAN -

(@ Documentation
adiess & Online Help (£
Addressing mode m DHCP | Auto-managed by Fortil PAN W Video Tutorials (£
IP/Netmask 172.16.10.1/255.255.255.224
Create address object matching subnet (B
Secondary IP address »

Administrative Access

1Pya HTTPS HTTP O PING
(O FMG-Access S5H SNMP

. Security Fabric

CJFTM (] RADIUS Accounting O Connection @

(B DHCP Server

Network

Device detection @ €@
Explicitwebpraxy (B
Security mode »

Traffic Shaping
Qutbound shaping profile O

Miscellaneous

Comments £0/255
Status LRSELIS Y & Disabled
Configuratie:

e Interface type: VLAN

e VLANID: 10

o Parent interface: portl

e IP-adres: 172.16.10.1 /27

e Rol: LAN
Administrative Access:

e HTTPS

e HTTP

e SSH

e PING

e SNMP
Resultaat: Apparaten in VLAN1O0 zijn bereikbaar voor beheer en SNMP-monitoring.
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d. Interface configuratie — VLAN20

Scherm:

Edit Interface

Name S VLAN20
Alias
Type G VLAN
Interface = portl Status
Q Up
VLANID 20
VRFID @ Q
N _ MAC address
Virtual domain € Groep-1 90:6cac:19:30:2
Role @ LAN -
® Documentation
SIS & Online Help £
Addressing mode m DHCP | Auto-managed by FortilPAR W Video Tutorials (41
IP/Netrask 172.16.20.1/255.255.255.240
Create address object matching subnet Cl¢
Secondary IP address »

Administrative Access

1Pvd HTTPS HTTP & PING
[J FMG-Access S5H SNMP

. Security Fabric
CIFTM [0 RADIUS Accounting O Connection @

3 DHCP Server

Network

Device detection @ €
Explicitwebproxy
Security mode »

Traffic Shaping
Qutbound shaping profile Oy

Miscellaneous

Comments £|0/255

Status [rRZE i) O Disabled

Configuratie:
e Interface type: VLAN
e VLANID: 20
o Parent interface: portl
e [IP-adres: 172.16.20.1 /28
e Rol: LAN
Administrative Access:
e HTTPS
e HTTP
e SSH
 PING
e SNMP
Resultaat: Apparaten in VLANZ20 zijn bereikbaar voor beheer en SNMP-monitoring.
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D. SNMP instellen op switch

configure

set snmp location "Lab VLAN20"

set snmp contact "admin@example.com”
set snmp interface vlan.20

set snmp community public authorization read-only clients 172.16.10.4/32

commit

E. Testen

C A Notsecure

NMS  # ovenview = e

172.16.20.2

Lab VLAN20

& Graphs % Health

Logging » Outages | ((EaadRe) | Sysi

@ ports

e RN

Timestamp

2025-12-15

2025-12-15

sensor

processors

C A Notsecure

NMS & ovenvie

172.16.10.4,

es WM Maps (D Ports % Health

X Routing @ Inv Plogs

Hostname

172.16.20.2
172.16.20.2
17216202
17216202
172.16.20.2
172.16.20.2
172.16.20.2
17216202
172.16.20.2
172.16.20.2
172.16.20.2
172.16.20.2
17216202

172.16.20.2

172.16.10.4,

s @ Ports % Health

X PROXMO X [

Overview

Graphs | BBLogs @ Alerts
Eventlog

Timestamp

2025-12-15

2025-12-15 11:

&4 At stats

up

system

ystem

system

3¢ Routing @ Alerts

@ Alerts Ll Alert Stats

Message

ensor Added

Sensor Added:

nsor Added

r Added:

ensor Adde

Sensor Added:

sor Added:

ensor Added:

Processor Discovered: junos 7.1.0.0 FPC: EX.

2 librenmeadmin 88

Memory Usage

1 Latency BN

state jnxFruTable jnxFruName.8.1.2.0 PIC: 4x GE

state jnxFruTable jnxFruName.9.1.0.0 Routing Enginy

temperatu

state jnxFruTable jnxFruName.2.1.1.0 Power Supply 0

state jnxFruTable jnxFruName.4.1.1.1 Fan 1

state jnxFruTable jnxFruName.4.1.1.2 Fan

te jnxFruTable jnxFruNa

state jnxFruTable jnxFruName.8.1.1.0 PIC: 24x 10/100/1000 Base-T @ 0/

24T-4G @ 0/°

Processor Discovered: juncs 9.1.0.0 Routing Engine 0

ent: -> false

fullDuplex

Hostname

172.16.10.2

172.16.10.2

172.16.10.2

172.16.10.2

172.16.10.2

172.16.10.2

172.16.10.2

172.16.10.2

172.16.10.2

P Usage

2. librenmsadmin

Storage Usage

Message

P: 172.16.

6 64-bit
Icon: images/os/proxmox.svg

Location: Proxmox-Server

Device 172.16.10.2 has been cr
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Proxmox 172.16.10.2 op pulled in LibreNMS via SNMP.

© Could not connect to 172.16.10.1, please check the snmp details and snmp reachability

@ SNMP v2c: No reply with community public

Add Device

Fortigate 172.16.10.1 kunnen niet op pulle in LibreNMS via SNMP.
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Fase 4:
Inrichten DHCP, DNS en AD en testen op
gebruikers/management laptop Kopie

A. Windows server 2019 installatieproces

Installeer de benodigde drivers voor windows server 2019 die je gaat draaien op je proxmox
server. Zonder deze gaat het niet lukken. Selecteer de bovenste: Stable virtio-win
ISO.

O Platform Solutions L e Enterprise Pricing

Files README.md
— @D crobinso snd vrozente

Proviow

2 a virtio-win RPM that matc ame file layout as

with links 1o other bits like changelog, etc

Upload de ISO's. Dus de windows server 2019 en de ISO met de vereiste drivers op de
proxmox server. Om dat te doen ga je naar local (proxmox)->ISO images en linksboven op
upload.

[

B ocal (promon) 746 ra5_releasa_sve_refresh_SERVER_EVAL_xB4FRE_en-usiso

BlJoca
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B. Instellingen van de windows server 2019

Hierbeneden staan de instellingen voor Windows Server 2019. Voeg dus de geiiploade ISO
van Server 2019 toe als besturingssysteem, en volg vervolgens de overige stappen.

Create: Virtual Machine

General oS System

Use CD/DVD disc image file (iso) Guest OS:
Storage: local Type: Microsoft Windows
ISO image: 17763.3650.221105-11 Version: 10/2016/2019
_) Use physical CD/DVD Drive Add additional drive for VirtlO drivers

Do not use any media Storage: local

ISO image: virtio-win-0.1.266.iso

Advanced

Create: Virtual Machine

General os

Node: pve Resource Pool:

VM ID: 100

Name: WindowsServer2019

Advanced
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Create: Virtual Machine

General (O] System Disks CPU

scsi0 @ [pisk Bandwidth

Bus/Device: SCsSI Cache: Write back
SCSI Controller: VirtlO SCSI Discard:
Storage: local-lvm 10 thread:

Disk size (GiB): 64

© Add

& Import

Create: Virtual Machine

General (O] System Disks

Graphic card: Default SCSiI Controller:  VirtlO SCSI
Machine: Default (i440fx) Qemu Agent:

Firmware

BIOS: Default (SeaBIOS) Add TPM:

Advanced
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Create: Virtual Machine

General OS System Disks CPU Memory

Sockets: Type:

Cores: Total cores:

Advanced

Create: Virtual Machine

General OS  System Disks CPU  Memory Network Confirm

No network device

Bridge: vmbr0 Model: VirtlO (paravirtualized)

VLAN Tag: 10 MAC address:

Firewall:

Advanced
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Druk op de windows server 2019 VM en navigeer naar Hardware->add->add CD/DVD
Drive. Bij ISO Image voeg dan de ISO waar al die drivers in zitten. Druk dan op add.

Ga naar options en vink "Start at boot" aan. Je wilt natuurlijk dat de server aanblijft.

Edit: Start at boot

Start at boot
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De machine herkent geen harde schijf. Je moet dan drukken op load driver.

Fase 4: Inrichten DHCP, DNS X Code verbetering en uitbreic X Cursusmodules: Alles voor je X pve - Proxmox Virtual Enviro X www.bing.com B Nieuw tabblad
.

&« O ® Niet beveiligd https://172.16.10.2:8006/#v1:0:=qemu%2F100:4::=contentlso::8:

X PRO X MO X Virtual Environment 9.0.3 [ Create VM @ Create CT & root@pam |

Server View # Virtual Machine 100 (WindowsServer2019) on node ‘pye’ O Shutdown _ Console More @ Help

£8 Datacenter
& summary

pve
G 100 (WindowsServer2019) >_ Console
localnetwork (pve) & femiEn
£ (Jiocal (pve)

Windows Setu
& Cloud-Init O« 2

£ (]local-lvm (pve)
# Options Where do you want to install Windows?
T History Total size Free space  Type
@ Monitor
Backup
+3 Replication
D Snapshots
U Firewall s

& Permissions 3 Loso iy Speend

i We couldn't find any drves. To get a storage driver, click Load drver

o —————

oo o

Tasks  Cluster log

Start Time End Time User name Description Status

Nov 20 14:06:04 (=] root@pam VM/CT 100 - Console

Nov 20 14:06:03 Nov 20 14:06:13 root@pam VMICT 100 - Console Error: connection timed out
Nov 20 14:06:00 Nov 20 14:06:03 root@pam VM 100 - Start oK

Nov 20 14:05:25 Nov 20 14:05:26 root@pam Copy data oK

Nov 20 14:01:55 Nov 20 14:01:57 root@pam VM 100 - Create OK

[ QLR [ Create VM i) Creaie CT | & rociipam

& Shuidown ».. Gonsole Maore m

€ o onson Sy

wirailrson raacia cun ba o £ BV, o LB sk v
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Nadat je op browse hebt gedrukt, navigeer je naar CD Drive E:->viosci->2k19->amd64.

. PRO MO Virtal Enviranme 8 Docvrmnistion [EIETTEL o T —

klik daarna op next&
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Je ziet nu dat hij de harde schijf herkent. Druk op next om de installatie te starten.
[im} Fase 4: Inrichten DHCP, DNS X
& ©

X PROXMO X virtual Environment 9.0.3

Server View

Code verbetering en uitbreic X Cursusmodules: Alles voor je X pve - Proxmox Virtual Envirc. X &) www.bing.com X | Nieuw tabblad

lemu%2F1 ontentlso:::8::

* @ - &
[JCreate VM @ Create CT | & root@pam

() Shutdown

® Niet beveiligd  hitps://172.16.10.2:8006/#v1

. Virtual Machine 100 (WindowsServer2019) on node 'pve’ >_ Console More Help
= Datacenter
B pve

27 100 (WindowsServer2019) >_ Console
localnetwork (pve)

& summary

Hardware
local (pve) (G Windows Setug
= () Cloud-Init = 5
(] local-vm (pve)

Options Where do you want to install Windows?

Name Totalsze  Freespace Type

Monitor o Dived Unslocated Spce w0 s0G

=]
a
o
B Task History
@

Backup
Replication
Snapshots
Firewall

Permissions

Tasks  Cluster log
Start Time

Nov 20 14:10:39

Nov 20 14:06:04

Nov 20 14:06:03

Nov 20 14:06:00

Nov 20 14:05:25

End Time

(=]

Nov 20 14:12:06
Nov 20 14:06:13
Nov 20 1. 03
Nov 20 14:05:26

User name
root@pam
root@pam
root@pam
root@pam

root@pam

Description
VM/CT 100 - Console
VMICT 100 - Console
VMICT 100 - Console
VM 100 - Start

Copy data

Status

OK
Error: connection timed out
OK
OK

Nadat alles klaar is. Zie je nu dit voor uw scherm. Er staat ook "press ctrl+alt+delete to
unlock”. Klik op het pijltje links van het scherm en navigeer naar speciale toetsen-
>ctrl+alt+delete. Voer het wachtwoord is en klaar.

WVI0) X< Virtual Environment 9.0.3 VTG E( ] Create VM ) Create CT | & root@pam v

A -
Server View

# Virtual Machine 100 (WindowsServer2019) on node ‘proxmox’ @ Shutdown >_ Console More
£ Datacenter
B proxmox
G 100 (WindowsServer2019)

localnetwork (proxmox)

& Summary
>_ Console
&J Hardware
= local (proxmox) & claudine
£ [ local-lvm (proxmox) e
B Task History
@ Monitor
Backup
3 Replication
D Snapshots
U Firewall

o Permissions

Monday, September 15

Tasks  Cluster log

Start Time

Sep 15 09:55:43
Sep 15 09:55:38
Sep 15 09:50:27
Sep 15 09:29:55
Sep 15 04:53:40

End Time

=
Sep 15 09:55:40
Sep 15 09:50:29
Sep 15 09:29:58
Sep 15 04:56:08

Node

proxmox
proxmox
proxmox
proxmox

proxmox

User name
root@pam
root@pam
root@pam
root@pam
root@pam

Description
VMICT 100 - Console

VM 100 - Start

VM 100 - Create

Copy data

Update package database
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Wat je nu wilt doen is de drivers updaten. Dit is heel belangrijk voor de windows server. Klik
op other drivers, druk op de rechtermuisknop bij de drivers met een gele driehoek ernaast.

Druk dan op update driver.
D
e ©

XDRU MO X Virtual Environment 9.0.3

Server View

Fase 4: Inrichten DHCP, DNS X Code verbetering en uitbreic X Cursusmodaules: Alles voor

® Niet beveiligd https://172.16.10.2:8006/#v1:0:=qemu%2F100: contentls

# Virtual Machine 100 (WindowsServer2019) on node pve
£ Datacenter
B pve
£} 100 (WindowsServer2019)
localnetwork (pve)

-]

. Console

Summary

Hardware
Cloud-Init
Options
Task History
Monitor

) Backup
Replication
Snapshots
Firewall

Permissions

Tasks | Clusterlog

Start Time End Time User name Description

Nov 20 14:10:39
Nov 20 14:06:04

=}
Nov 20 14:12:06

VMICT 100 -
VMICT 100 -

root@pam
root@pam
Nov 20 14:06:03 Nov 20 14:06:13 root@pam VMICT 100 -
Nov 20 14:06:00

Nov 20 14:05:25

Nov 20 14:06:03
Nov 20 14:05:26

root@pam

root@pam Copy data

ruk op browse

D

pve - Proxmox Virtual Envirc X @) www.bing.com

evice Manager
File Action View

o m

Help

X | (3 Nieuw tabblad

J Create VM | @ Create CT (& root@pam
@ Help

@ shutdown >_ Console More

5 Computer

= Disk drives

5 Display adapters
& ovorct

D-ROM drives

5 Floppy dive controlers
Human Interface Devices
3 IDE ATAVATAP| contollers

= Keyboards

(9 Mice and other pointing devices

£ Monitors
v K Other devices

§i Ethemet Crmtetiar

i PCI Device

G Storage contrc
B System device
§ Universal Seri

e

Scan for ardware changes

Properties

Lounches the Update Driver Wizardfor the seected device

Console
Console

Console

VM 100 - Start
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Error: connection timed out
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Druk dan op ok en next.

- RN [ Creale VM D Creste CT | & roolipam

P T

X | (9 Nieuw tabblad
& ©

X PROX MO X virtual Environment 9.0.3

Server View

® Niet beveiligd https://172.16.10.2:8006/#v1

= O
[JCreate VM @ Create CT | & root@pam ~
@ Help

# . Virtual Machine 100 (WindowsServer2019) on node ‘pve’ & Shutdown >_ Console More

e
B pve
7 100 (WindowsServer2019)
)

8 summary

>_ Console
View Help

&3 Hardware 7] BIEX®

£ Jlocal (pve;
L= & Cloud-nit
EJiocal-vm (pve) B Updste Dives - Red Hat V0 themet Adspter

# Options
& Task History Windows has successfully updated your drivers
@ Monitor

Windows has finshed instaling the drvers for this device:

Backup

L |

Red Hat VO Etheret Adapter

3 Replication
D Snapshots
U Firewall

o' Permissions

Tasks  Cluster log

Start Time

Nov 20 14:10:39
Nov 20 14:06:04
Nov 20 14:06:03
Nov 20 14:06:00
Nov 20 14:05:25

End Time

Nov 20 14:12:06
Nov 20 14:06:13
Nov 20 14:06:03
Nov 20 14:05:26

User name Description
VM/CT 100 - Console
VM/CT 100 - Console

VMICT 100 - Console

root@pam
root@pam
root@pam
root@pam VM 100 - Start

root@pam

Copy data
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Error: connection timed out
OK
OK




Nadat dat gelukt is ga je naar This PC->CD Drive E:->guest-agent en dubbelklik je op de
onderste applicatie. Dit gaat dan de overige drivers updaten.

al & Documentation e Re bl = ST

Virtual Maching ' » e More

>
>
>
>
>

Ga naar server manager en dan naar add roles and features. Selecteer dan de volgende server
roles: ADDS, DNS, DHCP

Virtual Environment 9.0.3

Server View | Virtual Machine 100 (WindowsServer2019) on node ‘pve’ ’ More © Help

Datacenter
& summary

G 100 (WindowsServer2019) >_ Console
localnetwork (pve) Bl

= ’
local (pve
Uiccal bre) & Cloud-Init ¥ Locals| Select server roles

s Alsen

R File and e or more roles to instll on the slected server.

% Options

B Task History
@ Monitor

[ Backup G
3 Replication

'D Snapshots

U Firewall

o Permissions

<Previous | [ Next>

BPA results Performance

BPA results

Tasks  Cluster log

Start Time End Time User name Description Status
Nov 24 10:06:16 =] root@pam VM/CT 100 - Console

Nov 24 01:48: Nov 24 01:52:09 root@pam Update package database

Nov 23 02:41: Nov 23 02:45:17 root@pam Update package database

Nov 22 03:04:27 Nov 22 03:08:25 root@pam Update package database

Nov 21 03:49: Nov 21 03:53:29 root@pam Update package database

Nadat je je server promoveert als domain controller en het opnieuw opstart. Moet je dit
scherm voor je zien.
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® Niet beveiligd  https://172.16.10.2:8006/#V1:0:

X PROXMO X vitual Environment 9.0.3 3 Creato WM @ Croate CT (& rooi@pam

Server View # Virtual Machine 100 (WindowsServer2019) on node ‘pve’ © Shutdown Console LECRA © re
£ Datacenter
& summary
B pve
] 100 (WindowsServer2016) Console
) Hardware
Elocal (pve)
Slliocal(pve) Gloud-Init
£ (Jlocak-vm (pve)
Options
Task History
Monitor

Backup.

Snapstots VIRTUALTRON

Firewall

e \Administrator
N |

&) VRTUATRON.

B overuser

Tasks| Cluster log

Start Time. End Time User name Description

Nov 24 10:06:16 [=] VMICT 100 - Console
Nov 24 01:48:23 Nov 24 01:52:09 Update package databa:
Nov 23 02:41:23 Nov 23 02:45:17 Update package database

Nov 22 03:04:27 Nov 22 03:08:25 root@pam Update package database

Nov2103:49:28 Nov 21 03:53:29 root@pam Update package database
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C.

OU’s, Gebruikers en Groepen

a. OU’s aanmaken

1.
2.

< C (o
X PRO

Server View

£ Datacenter

Open Active Directory Users and Computers (ADUC).

Rechtsklik op je domeinnaam (virtualtron.local) -~ New — Organizational Unit.
a. Naam: Virtual-Tron

Rechtsklik op de nieuwe OU Virtual-Tron — New — Organizational Unit.

a. Naam: Users

Rechtsklik opnieuw op Virtual-Tron — New — Organizational Unit.

a. Naam: Admins

et beveiligd  https://172.16.10.2:8006/#v1:0:=qemu%2F100:4:::8:: w) =@ -~ §
MO X Virtual Environment 9.0.3 ) Create VM @ Create CT | & root@pam
L] Virtual Machine 100 (WindowsServer2019) on node ‘pve’ i & Shutdown >_ Console More © Help

& Summary
>_ Console
&3 Hardware
& Cloud-Init
# Options

[ Task History
@ Monitor
Backup

3 Replication
D Snapshots
U Firewall >

o' Permissions

Shared Folder

Tasks  Cluster log

Start Time

Nov 24 10:06:16
Nov 24 01:48:23
Nov 23 02:41:23
Nov 22 03:04:27
Nov 21 03:49:28

End Time User name Description Status
=] root@pam VM/CT 100 - Console

Nov 24 01:52:09 root@pam Update package database oK

Nov 23 02:45:17 root@pam Update package database oK

Nov 22 03:08:25 root@pam Update package database oK

Nov 21 03:53:29 root@pam Update package database oK

b. Groepen aanmaken

Groep

1.
2.
3.

Groep

1.
2.

in OU Users

Navigeer naar Virtual-Tron — Users.
Rechtsklik -~ New — Group.

Vul in:

¢ Group name: Domain-Users

¢ Group scope: Global

* Group type: Security

Klik op OK.

in OU Admins

Navigeer naar Virtual-Tron — Admins.
Rechtsklik - New — Group.
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3.

4.

Vul in:
¢ Group name: Domain-Admins
¢ Group scope: Global
¢ Group type: Security

Klik op OK.

& O [ © Nietbeveiligd  https;//172.16.10.2:8006/#v1:0:=qemu%2F100:4::::8: Ol w) = @ - @

X PRO X MO X Virtual Environment 9.0.3 D Create VM @ Create CT [ & root@pam

Server View

£ Datacenter

B pve

. Virtual Machine 100 (WindowsServer2019) on node ‘pe’ Tags & @ Shutdown >_ Console More

& summary

L1 100 (WindowsServer2019) >_ Console
localnetwork (pve) s
local (pve)

& Cloud-Init

£ Jiocak-lvm (pve)

# Options

& Task History 18 DHCP
& DNS

@ Monitor iR Fileand

Backup

3 Replication

D Snapshots

U Firewall >

o' Permissions

WIN-4PSSGAIHTUV 1014 s
WIN-4PSSGAIKTUY 8200 Error
WIN-4PSSGAIKTUY 8198 Error

Tasks  Cluster log

Start Time

Nov 24 10:06:16
Nov 24 01:48:23
Nov 23 02:41:23
Nov 22 03:04:27

Nov 21 03:49:28

c.

End Time User name Description Status
I root@pam VM/CT 100 - Console

Nov 24 01:52:09 root@pam Update package database oK

Nov 23 02:45:17 root@pam Update package database oK

Nov 22 03:08:25 root@pam Update package database oK

Nov 21 03:53:29 root@pam Update package database oK

Gebruikers aanmaken

User in OU Users

1.
2.

Navigeer naar Virtual-Tron — Users.

Rechtsklik — New — User.

Vul de gegevens in, bijvoorbeeld:

¢ Voornaam: piet

¢ Achternaam: piet

¢ User logon name: pietpiet

Klik Next, stel een wachtwoord in en vink User must change password at next logon
aan.

Klik Finish.

Dubbelklik op de gebruiker pietpiet — tabblad Member Of — Add... — voeg de
gebruiker toe aan de groep Domain-Users.
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& G | © Nietbeveiligd  https://172.16.10.2:8006/#v1:0:=qemu%2F 100:4::8: ( %) = @ -

X PRO X MO X Virtual Environment 9.0.3 [ Create VM @ Create CT [ & root@pam

Server View

8 Datacenter

B pve

# Virtual Machine 100 (WindowsServer2019) on node 'pve’ ) p @ Shutdown >_ Console More

& summary

5 100 (WindowsServer2019) >_ Console

222 localnetwork (pve) El e

cal (pve)

& Cloud-Init

£ [Jiocal-vm (pve)

£ Options
B Task History
@ Monitor
Backup
3 Replication
D Snapshots
U Firewall y o B o

o' Permissions

Tasks | Cluster log

Start Time

Nov 24 10:06:16
Nov 24 01:48:23
Nov 23 02:41:23
Nov 22 03:04:27
Nov 21 03:49:28

User in OU Admins

End Time User name Description Status
=] pve root@pam VMICT 100 - Console

Nov 24 01:52:09 pve root@pam Update package database oK

Nov 23 02:45:17 pve root@pam Update package database oK

Nov 22 03:08:25 pe root@pam Update package database oK

Nov 21 03:53:29 pe root@pam Update package database oK

Navigeer naar Virtual-Tron — Admins.

Rechtsklik -~ New — User.

Vul de gegevens in, bijvoorbeeld:

¢ Voornaam: Piet

¢ Achternaam: Admin

¢ User logon name: padmin

Klik Next en stel een sterk wachtwoord in.

Dubbelklik op de gebruiker padmin — tabblad Member Of - Add... — voeg de
gebruiker toe aan de groep Domain-Admins.

virtualtron.local
L Virtual-Tron

Testen

—— Users

—— Group: Domain-Users (Global Security)
—— User: pietpiet(lid van Domain-Users)

—— Admins
—— Group: Domain-Admins (Global Security)
—— User: padmin (lid van Domain-Admins)

Ik test of de gebruiker is aangemaakt en of ik kan inloggen daarop:
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D.DNS Configuratie

. Installatie van de DNS-rol

1.
2.
3.
4.

Open Server Manager — Add Roles and Features.

Kies Role-based installation.

Vink DNS Server aan en voltooi de installatie.

Na de installatie, open de DNS Manager (dnsmgmt.msc).

. Nieuwe Forward Lookup Zone

1.

In DNS Manager — Rechtsklik op Forward Lookup Zones — New Zone.

2. Kies Primary Zone.
3.
4. Accepteer de standaardinstellingen voor het zone file en klik op Finish.

Zone name: virtualtron.local.
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<@ ® Niet beveiligd https://172.16.10.2:8006/#v1:0:=qemu%2F100:4:::::8:

x PRO > MO X Virtual Environment 9.0.3

Servenyjew & Virtual Machine 100 (WindowsServer2019) on node ‘pve’ More
£8 Datacenter
) S
pve
£ 100 (WindowsServer2018) _ Console
)

FP— View  Hep
1 New zone wiara
= Hardware A R
£ local (pve) ‘The ONS srver supports various types of zones and storage.
= Cloud-Init
5‘;' ot (pre) ‘Select the type of zone you want to create:
@prary s

Cretes s copy fa 1o that can b ot ety on th sever
Task History

OSecady une

=)
-
& Options
=]
@

Monitor the processing load of primary servers and provides faut tolerance.

Ostib zone

Backup 0

Soitane o oo
Replication

mvoie)
Snapshots

Firewall e —

Permissions

o

SSGAHTUY 8198 Microsoft-Windows-Security-SPP  Application 11/24/2025 103841 AM
v 1014 Microsoft-W o

SGAHTUV 8200 Eror  Microsoft-W Security-5PP

Tasks  Cluster log

Start Time End Time User name Description Status
(=] root@pam VM/CT 100 - Console

Nov 24 01:48:23 Nov 24 01:52:09 root@pam Update package database

Nov 23 02:41:23 Nov 23 02:45:17 root@pam Update package database

Nov 22 03:04:27 Nov 22 03:08:25 root@pam Update package database

Nov 21 03:49:28 Nov 21 03:53:29 root@pam Update package database

& G | ® Nietbeveiligd  https://172.16.10.2:8006/#v1:0:=qemu%2F100:4:::8: v =@ ~ @

X PROXMO X virtual Environment 9.0.3 D Create VM @ Create CT | & root@pam

Sever View. # Virtual Machine 100 (WindowsServer2019) on node ‘pve’ L © Shutdown Console More -0 Help

£ Datacenter
B e & Summary
1 100 (WindowsServer2019) >_ Console

| New Zone Wiz

& Hardware d tomciae
Whate e name of e new one?

& Cloud-Init |

((© (@

£ Options ot

Pot the name of the NS server

& Task History

® Moritor s

Backup
3 Replication
D Snapshots
U Firewall

o' Permissions

v 819 Eror o

TV 1014 Error

Microsoft-Windows-Securiy-S9P

Tasks  Cluster log
Start Time End Time User name Description Status
Nov 24 10:06:16 =] root@pam VM/CT 100 - Console

Nov 24 01:48:23 Nov 24 01:52:09 root@pam Update package database

Nov 23 02:41:23 Nov 23 02:45:17 root@pam Update package database

Nov 22 03:04:27 Nov 22 03:08:25 root@pam Update package database

Nov 2103:49:28 Nov 21 03:53:20 root@pam Update package database

c. A-record voor Proxmox

1. Navigeer naar de nieuwe zone virtualtron.local.
2. Rechtsklik - New Host (A or AAAA).
3. Vulin:
¢ Name: proxmox
e IP address: 172.16.10.2
4. Klik op Add Host.
e Resultaat: proxmox.virtualtron.local verwijst nu naar 172.16.10.2.

60



® Niet beveiligd hittps;//172.16.1

XPRD MO X< Virtual Environment 9.0.3

2:8006/#v1:0:=qemu

D Create VM @ CreateCT | & root@pam

Server View

£ Datacenter

B pve

G 100 (WindowsServer2019)
localnetwork (pve)

£ [Jiocal (pve)

£ [Jiocak-lvm (pve)

Tasks  Clusterlog

Start Time
Nov 24 10:06:16
Nov 24 01:48:23
Nov 23 02:41:23
Nov 22 03:04:27
Nov 21 03:49:28

End Time

(=]
Nov 24 01:52:09
Nov 23 02:45:17
Nov 22 03:08:25
Nov 21 03:53:29

# Virtual Machine 100 (WindowsServer2019) on node ‘pve’

& Summary
>_ Console
J Hardware
& Cloud-Init
£ Options
& Task History
@ Monitor
Backup
+3 Replication
D Snapshots
U Firewall

o Permissions

User name
root@pam
root@pam
root@pam
root@pam

root@pam

£ ONS Manager
Fie Adion View Help
| &= o

Reverse Lookup Zones

Trust Points
Conditional Forwarders

DomanonsZones
foretonszones

Elsame s parent foden
[ltsame as parent folder)
[e———
E

win-dpsSgaihtuy

Description
VMICT 100 - Console

Update package database
Update package database
Update package database
Update package database

WIN-4PSSGAITUV 8198  Eror
WIN-4PS5GAl
WIN-4PSSGAITUV 8200 Error

W 1014 Emor

Stat of Authoriy (SOA)
Name Server (N5)

Relosd

e
o

New Mail Exchanger (MX).

New Domain.
New Delegation.
Other New Records,
DNSSEC

AlTasks

Refresh

Export List

View

Arrange cons

Line up cons
Properies

Help

[ORNERT

Timestar|

119 win-dpsSgaihtuvvit.. static
win-dpsSgaihtuvirtushro... static
e T17241202)

>_ Console More

Status

& @
X PROXMO X Vitual Environment 9.0.3

Server View

© Niet beveiligd https://172.16.10.2:8006/#V’

D Create VM @ Create CT | & root@pam

# Virtual Machine 100 (WindowsServer2019) on node ‘pve’ @ Shutdown _ Console More @ Help

£ Datacenter
& Summary

B pve
27 100 (WindowsServer2019) >
222 localnetwork (pve)

Console

Hardware

File Acion View Help

£ Jlocal (pve)

£ [Jiocak-lvm (pve)

Tasks | Cluster log

Start Time
Nov 24 10:06:16
Nov 24 01:48:23
Nov 23 02:41:23
Nov 22 03:04:27
Nov 21 03:49:28

d. CNAME-record (Alias)

End Time

]
Nov 24 01:52:09
Nov 23 02:45:17
Nov 22 03:08:25
Nov 21 03:53:29

Cloud-Init

Task History

=]
a
% Options
®
@

Monitor
Backup
Replication
Snapshots
Firewall

Permissions

User name
root@pam
root@pam
root@pam
root@pam

root@pam

e 2r a

2 ons
v § WIN4PSSGATUY

_msdesNinualTron.
VirtwaTronocal
Reverse Lookup Zones
Trust Points
Conditionsl Forwarders

Description
VM/CT 100 - Console

Update package database
Update package database
Update package database
Update package database

[creste assocated ponter (PTR)record
] Aow any authentcated user to update NS records with the

riy-59P

5L win-dpsSgaihto.in.
In-dpsSsibtuinushro,
16103
216103

Application 11724/
Application 11724/

Application 11724/

1. Rechtsklik in de zone virtualtron.local — New Alias (CNAME).
2. Vulin:

Alias name:

pve

View

Status

Fully Qualified Domain Name (FQDN): proxmox.virtualtron.local
3. Klik op OK.
Resultaat: pve.virtualtron.local verwijst nu naar proxmox.virtualtron.local.
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& C | © Nietbeveiligd  https://172.16.10.2:8006/4# emu%2F100: v o=@ - §

X PRO MO X Virtual Environment 9.0.3 ) Create VM @ Create CT & root@pam v |

Server View # Virtual Machine 100 (WindowsServer2019) on node 'pve’ © Shutdown >_ Console More © Help
£ Datacenter
Summay
B me ] ry

G 100 (WindowsServer2019) >_ Console 2 ONS Manager
localnetwork (pve) Fle Acion View Help
& Hardware rTNE XE a5 8
local (pve =
‘ G & Cloud-Init ONS Name Timestam|
i) V8 WNpssGamTIY Dmsies

v [ Forward Lookup Zones | -
 Options et S
Tw

B Task History ey e
Reond

@ Monitor = Condiol NewHest (3 or AR
New Alias (C! 1E)...
Backup New Mail ExchSRges (40

Start of Authority (S0A)  [19], win-dpsSgaihtuvair.
Name Server (N5) win-dpsSgaihtuv.virtuahro,
Host (&) 1216103

New Domin. Host (A) 17216103

New Delegation. Host (3) 216102

Other New Records

DNSSEC

3 Replication
'D Snapshots

U Firewall AllTasks
View

o Permissions

Oelte

Reresh

Eponit.

Creste anewliosres  Properties

Eror Mirosoft-Windows-Security- S99

Eror Microsoft-Windows-Security- S99

Tasks  Cluster log

Start Time End Time User name Description Status
Nov 24 10:06:16 [=] root@pam VMICT 100 - Console

Nov 24 01:48:23 Nov 24 01:52:09 root@pam Update package database

Nov 23 02:41:23 Nov 23 02:45:17 root@pam Update package database

Nov 22 03:04:27 Nov 22 03:08:25 root@pam Update package database

Nov 21 03:49:28 Nov 21 03:53:29 root@pam Update package database

e. DNS instellen op clients

Configureer de netwerkadapter op clients (zoals de management laptop) met de volgende
DNS-instellingen:

e Preferred DNS server: 172.16.10.3 (de Windows Server)

e Alternate DNS server: 8.8.8.8 (Google)
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f. Testen
Open een webbrowser op een laptop en voer de volgende commando's uit om de configuratie
te testen:

e Proxmox.virtualtron.local:8006

e Pve.virtualtron.local:8006

& O [ ® Nietbeveiligd hitps://pve.virtualtron.local:8006/#v1:0:1
3 PROXMO X Virtual Environment 9.0.3 [ Create VM @ Create CT [ & root@pam |
@ Help

ol

SERENIEY # Datacenter
£ Datacenter
B e Search:
Q search
Description Diskusage... Memoryus.. CPUusage  Uptime HostCPU ...  HostMem...  Tags
& Summary
node pve 236% 856 % 10.2%of4 ... 9 days 00:02

O Notes
0.9% of 4

qemu 100 (WindowsServer2019) 0.0% 36.1% 0.9% of 4 5 days 20:21

[ @izs e 101 (LibreNMS) 00% 89.1% 1.4% of 1 1day22:50:40  0.3%of 4
S ico qemu 102 (TFTPServer) 00% 84.1% 09%0f1... 5days2024.. 02%of4..
# Options qemu 103 (JumpHost) 0.0% 69.0% 11%o0f4 ... 5days20:54.. 1.1%of4
£ Sstorage o localnetwork (pve) =

Backup storage local (pve)
3 Replication storage  local-vm (pve)
& Permissions

& Users

& APITokens

& Two Factor

& Groups

® Pools

# Roles

[ Realms

Tasks  Clusterlog
Start Time End Time User name Description Status
Dec 10 10:03:06 =] root@pam VMICT 103 - Console
Dec 10 05:34:53 Dec 10 05:34:55 root@pam Update package database
Dec 09 04:56:21 Dec 09 04:56:23 root@pam Update package database
Dec 08 11:41:01 Dec 08 11:41:11 root@pam VMICT 101 - Console

Error: command ‘apt-get upd.
Error: command ‘apt-get upd...
oK
OK

Dec 08 11:40:44 Dec 08 11:41:00 root@pam VM/CT 103 - Console

& C | © Nietbeveiligd hitps://proxmoxuvirtualtron local:8006/#v = @ - @ craten

x PRO X MO X Virtual Environment 9.0.3 D Create VM © Create CT [ & root@pam -

Server View ) Datacenter
£ Datacenter
B re Search:
(2 Q Search
s Description Diskusage.. Memoryus.. CPUusage  Uptime HostCPU ...  HostMem...  Tags
Summary
pre 236% 856 % 14.0% of 4 9 days 00:02
O Notes
100 (WindowsServer2019) 00% 36.1% 1.2% of 4 5 days 20:21 1.2% of 4
&£ Cluster
101 (LibreNMS) 00% 89.1% 18%o0f1.. 1day225 0.4%of 4 ...
L @t 102 (TFTPServer) 00% 84.1% 11%o0f1.. 5days2024.. 03%of4 ...
& Options 103 (JumpHost) 00% 69.0 % 1.1% of 4 5 days 20:54 1.1%of 4

£ Storage localnetwork (pve)

Backup storage  local (pve)

(N

43 Replication storage  locak-lvm (pve)
=" Permissions

& Users

8 API Tokens

& Two Factor

& Groups.

® Pools

# Roles

[@ Realms

Tasks  Cluster log
Start Time End Time User name Description Status

Dec 10 10:03:06 =] root@pam VM/CT 103 - Console
Dec 10 05:34:53 Dec 10 05:34:55 root@pam Update package database Error: command ‘apt-get upd

Dec 09 04:56:21 Dec 09 04:56:23 root@pam Update package database Error: command ‘apt-get upd.

OK
OK

Dec 08 11:41:01 Dec 08 11:41:11 root@pam VMI/CT 101 - Console

Dec 08 11:40:44 Dec 08 11:41:00 root@pam VMI/CT 103 - Console
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E. DHCP Configuratie

a. Installatie van de DHCP-rol

1. Open Server Manager — Add Roles and Features.
2. Kies DHCP Server en voltooi de installatie.

3. Start na de installatie de wizard Complete DHCP configuration via de notificaties in
Server Manager.

4. Open de DHCP Manager (dhcpmgmt.msc).

b. DHCP Server autoriseren

1. In DHCP Manager — Rechtsklik op de servernaam — Authorize.
2. Ververs de weergave (F5). Het icoon bij de servernaam moet nu groen zijn.

c. Nieuwe Scope voor VLAN30

1. Rechtsklik op IPv4 — New Scope.
2. Start de wizard en vul de volgende gegevens in:
e Name:
e Start IP address: 172.16.30.1
¢ End IP address: 172.16.30.254
¢ Subnet Mask: 255.255.255.0
3. Voeg een exclusion range toe voor statische adressen:
e Start IP address: 172.16.30.1
¢ End IP address: 172.16.30.50
4. Behoud de standaard Lease Duration (8 dagen) en voltooi de wizard.
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& (O | © Nietbeveiligd https://pve.virtualtron.local:8006/#v1

X PROX MO X Virtual Environment 9.0.3

Server View

:=qemu%2F100: :: [@) < = -

[ Create VM @ Create CT | & root@pam
@ Help

# Virtual Machine 100 (WindowsServer2019) on node pve’ @ Shutdown

) | ['. Manage Took  View  Help

>_ Console More
£ Datacenter
B pve
& 100 (WindowsServer2019)
S 101 (LibreNMS)
localnetwork (pve)

& Summary
>_ Console
&3 Hardware

& Cloud-Init
- i

£ Jlocal (pve) Confuation settngs for DHCP Server
Erterthe g o adesss that the scope et

St P addess: [772. 1630 1

2. 16 . 30 258

& Options

B Task History
1P adds
@ Monitor

LG Confiuraion setinga tht propagate to DHCP Clert

Lot &
EE-Ea

Backup
3 Replication

St mask
D Snapshots
U Firewall

o Permissions

ADDS T DHCP

Manageability Manageability

Events Events
Services Services
Performance Performance

BPA results BPA results

Tasks  Cluster log

Start Time

Nov 26 10:13:19
Nov 26 01:42:27
Nov 25 02:44:44

Nov 24 11:47:21
Nov 24 11:47:08

End Time

&
Nov 26 01:46:19
Nov 25 02:48:44
Nov 24 11:51:19
Nov 24 11:47:12

User name
root@pam
root@pam
root@pam
root@pam

root@pam

Description
VMICT 100 - Console
Update package database
Update package database
VMICT 101 - Console

VM 101 - Start

Status

«

X PROXMO X Virtual Environment 9.0.3

Server View

* @ - ©
[ Create VM @ Create CT & root@pam + |
@ Help

® Niet beveiligd https://pve.virtualtron.local:8006/#v1:0:=qemu%2F100:

# Virtual Machine 100 (WindowsServer2019) on node ‘pve’ & Shutdown >_ Console More

£ Datacenter

B e

7 100 (WindowsServer2019)

.} 101 (LibreNMS)
localnetwork (pve)

£ Jlocal (pve)

local-vm (pve)

& Summary
>_ Console
&3 Hardware
& Cloud-Init
£ Options

& Task History

3| New Scope Wizard

-@1 |V. e e e e

isthe time duration by which the server vl ely the ranamission f
e

servr. Adelay
DHCPOFFER messas

Type the IPaddress range tht you wart to excde. Fyou wardto exchde a sine

adiress. type an address i St P addess oy

Stot P adress:
T

End 1P addess:

e

Tasks
Start Time
Nov 26 10:13:19
Nov 26 01:42:27
Nov 25 02:44:44
Nov 24 11:47:21
Nov 24 11:47:08

& DN
5 File a|

S e
@ Monitor -

Backup
3 Replication
"D Snapshots.
U Firewall

o' Permissions

ADDS ¥ DHCP

Manageability Manageability

Events Events
Services Services
Performance Performance

BPA results BPA results

Cluster log

End Time User name Description Status

root@pam VMICT 100 - Console

Nov 26 01:46:19 root@pam Update package database

Nov 25 02:48:44 root@pam Update package database
Nov 24 11:51:19 VM/CT 101 - Gonsole

Nov 24 11:47:12 VM 101 - Start

root@pam

root@pam

d. Scope Options instellen

1.

2.

Navigeer naar de zojuist aangemaakte scope en rechtsklik op Scope Options —
Configure Options.
Voeg de volgende opties toe en configureer ze:

¢ 003 Router: 172.16.30.1

¢ 006 DNS Servers: 172.16.10.3 en 8.8.8.8

¢ (015 DNS Domain Name: virtualtron.local
Activeer de scope door er met de rechtermuisknop op te klikken en Activate te
kiezen.
Vlan tag weggehaald bij netwerkadapters in Proxmox, stond eerst op 10.
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& (| © Nietbeveiligd hétos:/pve.virtualtron.local:8006/#v1:0:=qemu%2F100: O v =@ -~ &

x PRO X MO X Virtual Environment 9.0.3 [ Create VM @ Create CT | & root@pam

Server View # Virtual Machine 100 (WindowsServer2019) on node ‘pve’ > O Shutdown >_ Console More
Datacenter

B pe
7 100 (WindowsServer2019) > Console P New Scope Wizard

) 101 (LibreNMS) & Hardware
localnetwork (pve)

& Ssummary
| }'. e e B

Name and DI s
The Doman Name System (DNS) maps and ransites doman names used by lerts

& Cloud-Init
local (pve)

20 v
DN s e

local-vm (pve) % Options

(TR T S rtual Tron local]

B Task History

@ Monitor = i —

Backup
3 Replication
D Snapshots
U Firewall

o Permissions

i§l ApDs ¥ DHCP

® Manageabilty Manageabilty
Events Events
Performance Performance

BPA results BPA results

i
~
% de 1

Tasks  Clusterlog
Start Time End Time User name Description Status
Nov 26 10:13:19 =] root@pam VMICT 100 - Console
Nov 26 01:42:27 Nov 26 01:46:19 root@pam Update package database
Nov 25 02:44:44 Nov 25 02:48:44 root@pam Update package database
Nov 24 11:47:21 Nov 24 11:51:19 root@pam VMICT 101 - Console
Nov 24 11:47:08 Nov 24 11:47:12 root@pam VM 101 - Start

Model VirtlO (paravirtualized)
VLAN Tag: MAC address: BC:24:11:EE:32:91

Firewall:

We hadden een probleem. De server herkende de netwerk niet. Wij hebben in de
proxmox bij hardware van de windows server de vlan tag als 10 en firewall aangezet.
We hebben het probleem opgelost door de vlan tag leeg te houden en firewall uit te
zetten.

66



(Gt P e i en Rename this connection View status of this connection Change settings of this connection -1 0
‘ Internet Protocol Version 4 (TCP/IPv4) Properties X k vEthernet (InternetConnectie)
Networking ~ Sharing S _ Disabled
General  Alternate Configuration \dapter 2 Hyper-V Virtual Ethernet Adapter .

Connect using
| W You can get IP settings assigned automatically if your network supports
i3 Reakek PCle GbE Family Controller this capability. Otherwise, you need to ask your network administrator
for the appropriate IP settings.
Config

This connection uses the following items © Obtain an IP address automatically

¥y Intemet Protocol Version 4 (TCP/IPvd) D Use the following IP address:
3. Microsoft Network Adapter Multiplexor Protocol

v _a Microsoft LLDP Protocol Driver

vl . Intemet Protocol Version 6 (TCP/IPv6)

V| 4 Link-Layer Topology Discovery Responder

| s Link-Layer Topology Discovery Mapper 170 Drive

1. Hyper'V Extensble Vitual Switch © Obtain DNS server address automatically

= | *) Use the following DNS server addresses:

Description

Transmission Control Protocol/Intemet Protocol. The def
wide area network protocol that provides communicatiol
across diverse interconnected networks

Advanced...

Cancel

hernet adapter Ethernet:

Connection—-specific DNS Suffix . : VirtualTron.local

Link-local IPv6 Address . . . . . : fe80::e789:222f:974l:34ce%12
IPvld Address. ci: ks Nk Nk vk sk et vt o e Ea I el

Silbnet Mask = oo o s BB B 2B5.9

Default Gateway . . . . . . . . . : 172.16.30.1

\Users\bergw>

Ik heb mijn laptop in vlan 30 gezet en dhcp aangezet en ik kreeg deze keer wel een ip
adres.
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e. DHCP Relay inschakelen op FortiGate

config system interface # Open interfaceconfiguratie

edit "VLAN30" # Selecteer interface VLAN30

set dhcp-relay-service enable ~ # DHCP-relay inschakelen op deze interface

set dhcp-relay-ip 172.16.10.3  # DHCP-aanvragen doorsturen naar DHCP-server
172.16.10.3

next # Volgende interface

end # Einde van de configuratiemodus
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Fase 5:
Beheerders Jumphost

Fase 5
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Fase 6:
Inrichten TFTP Backup Ubuntu server

A. Installeer TFTP-server op Ubuntu

Open het terminal.

a. Installeer TFTP + xinetd

sudo apt update
t ft

b. Configureer TFTP directory

sudo mkdir /srv/tftp
sudo chmod -R 777 /srv/tftp
sudo chown -R nobody:nogroup /srv/tftp

c. Open config file:
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Zet dit erin:
TFTP_USERNAME="tftp"
TFTP_DIRECTORY="/srv/tftp"
TFTP_ADDRESS="0.0.0.0:69"

TFTP_OPTIONS="--secure"
GNU nano 7.2 /etc/default/tftpd-hpa

Opslaan - CTRL+O
Afsluiten - CTRL+X

d. Restart service:

sudo systemctl restart tftpd-hpa
sudo systemctl enable tftpd-hpa
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e. Controleer service:

Het moet active (running) zijn.

B. Firewall configureren voor TFTP
TFTP werkt op UDP 69

a. Op Ubuntu:

sudo ufw allow 69/udp

sudo ufw reload
F er@tt

C. Fortigate toegang geven tot TFTP

Je moet een firewall-policy maken:

a. Fortigate CLI

config firewall policy
edit 9

set name "Forti-to-TFTP"
set srcintf "VLAN20"

set dstintf "VLAN10"

set srcaddr "all"

set dstaddr "all"

set service "TFTP"

set action accept

set schedule always

next

end

Als TFTP-server in VLAN10 zit, mag de FortiGate dat benaderen.
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D.Backup Fortigate naar TFTP-server

Ga naar CLI:
execute backup config tftp fortigate_backup.conf 172.16.10.5

lab-fw-1 $§ execute backup config tftp fortigate_backup.conf 172.16.18.5
Please wait...

Connect to tftp server 172.16.18.5

#

Send config file to tftp server OK.

lab-fw-1 $
Test op TFTPServer

E. Test TFTP verbinding

Op Ubuntu:
tftp 172.16.10.5
tftp> status
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Fase 7:
Web server voor documentatie

Fase 7
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Reflectie

Tijdens dit project hebben wij veel geleerd over het ontwerpen en configureren van een
complete en veilige IT-infrastructuur. Hoewel onze taken verdeeld waren — Devin richtte zich
op de FortiGate-firewall en Youssef op de switchconfiguratie en servers — werkten we
regelmatig samen om problemen op te lossen en de omgeving goed te laten functioneren.

We hebben beiden gemerkt dat kleine fouten in één onderdeel direct invloed kunnen hebben
op het hele netwerk. Hierdoor leerden we nauwkeurig te werken, logisch te testen en effectief
te communiceren. Devin ontwikkelde zich vooral in firewall policies, VLAN-configuratie en
routing. Youssef kreeg meer ervaring met serverinstallaties, LibreNMS, TFTP en Windows
Server-diensten zoals AD, DNS en DHCP.

Het project heeft ons niet alleen technisch sterker gemaakt, maar ook beter in samenwerken,
plannen en documenteren. We kijken tevreden terug op een goed functionerende en stabiele
infrastructuur en nemen de opgedane kennis mee naar toekomstige projecten.
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